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Abstract 

Sensitivity analysis of computer models can typically require a large number of model runs. When these models are 
computationally expensive to run, it may be advantageous to invest in computationally cheaper surrogate models (emulators or 
meta-models) that can provide almost the same output as the original model and estimate the sensitivity indices for each input. In 
this abstract the MARS method is used to mimic the behavior of a nonlinear and non-additive test function. The results show that, 
overall, MARS provides acceptable estimates of total sensitivity indices at a much lower cost than using only runs of the original 
model.      
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1. Main text  

The method of multivariate adaptive regression splines (MARS) is a nonparametric regression technique introduced 
by Friedman in 1991. It can be considered as a generalization of stepwise linear regression and a modification of the 
CART method (Hastie et al.). MARS uses a class of pairwise spline basis functions )( tx and )( xt for each 
input xj where pjxxxt njjj ,...,2,1,,...,, 21  is called the knot, and ( )+ shows the positive part. The general 
form of the MARS model can be represented by the following expression 

 
    (1) 

 

where x=(x1, x2,…, xp) is the vector of inputs, Bj is the j-th basis function, which can be a single spline function or a 
product of two or more basis functions, and the coefficients j s are estimated by minimizing the sum of squared  
residuals (SSR). In fact, MARS uses a specific class of basis functions as predictors in place of the original input 
variables. In other words, the MARS regression model is constructed by fitting basis functions to distinct intervals 
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of the independent variables that are smoothly connected together at knots. MARS uses a forward-backward 
procedure to construct the final model. The forward step is very similar to stepwise regression, but instead of the xj 
's, MARS uses the basis functions. The complex model that is achieved after this step is fitted to the data well but 
this is an over-fitted model with poor ability to predict new untried points. Hence a pruning backward procedure is 
needed to remove the redundant basis functions. In each step of the backward procedure, a basis function that has 
less contribution in increasing the SSR is removed. By removing each basis function, a new model is estimated that 
could be a candidate for the final model. The performance of the new model is evaluated by Generalized Cross 
Validation (GCV). This process is continued until all basis functions are removed from the model. Finally, MARS 
chooses the best model with less GCV. 
 

The performance of the MARS and classic methods (Saltelli et al., 2010) to estimate sensitivity indices is 
examined on the test function  
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where k = 8, [a1,a2,…,a8] = [ 0,1,4.5,9,99,99,99,99 ] , c=0, =0.25 and b=( +1)2  .  
 
We used four groups of training sets at different sample sizes (128, 256, 512 and 1024 points). The training sets for 
MARS were generated using the quasi-random number generator of Sobol’.  The outputs from the surrogate model 
were calculated on a test set of 36,864 untried points, on which the sensitivity indices were estimated. To quantify 
the confidence of sensitivity estimates, the whole exercise was repeated 50 times.  
The results are summarized in Figure 1. For the most influential factor x1 (left panel), the estimates of ST1 using 
MARS converge to the analytical value faster than the classic approach. For the non-important factor x7 the classic 
method overestimates the analytical value at small sample size, while the approach based on MARS does not have 
such bias. Nonetheless, the estimates of ST using MARS are larger than those of the classic method. 
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Figure 1. The confidence intervals (vertical lines) of estimated total sensitivity indices against different sample sizes for the 
influential factor x1 (left panel) and for non-important factor x7 (right panel). Both are based on 50 replicates. 
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